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• WQPs at inactive monitoring sites were
estimated by ANNmodels.

• The selection of input sites for spatial in-
terpolation was done by similarity
index.

• MCS routine for the selection of inputs
was modified to fit simultaneous
models.

• The best modeling strategy for study
area was determined.
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Rationalization of water quality monitoring stations nowadays is applied inmany countries. In some cases, miss-
ing data from abandoned/inactive stations, spatial and temporal, could be very important, hence the use of arti-
ficial neural networks (ANNs) for virtual water quality monitoring at inactive monitoring sites was investigated.
The aim was to develop single-output and simultaneous ANNs for the spatial interpolation of 18 water quality
parameters at single- andmulti-inactivemonitoring sites on Danube River course through Serbia. Those different
modeling approaches were considered in order to determine the most suitable combination of models. The var-
iable selection and sensitivity analysis in the case of simultaneousmodels were performed using a modified pro-
cedure based on Monte Carlo Simulations (MCS). In general, the multi-target models tend to be more accurate
than single target ones, while single output models outperform the simultaneous ones. Hence, for particular
monitoring network and set of water quality parameters the optimal combination of models must be defined
based onmodel's accuracy and computational effort needed. The MCS selection procedure has proved to be effi-
cient only in the case of simultaneous multi-target model. MCS based analysis of input-output interactions has
shown all significant interactions in the case of simultaneous single-target are grouped as a complex cluster of
interactions, wheremajority of inputs influence on several outputs. In the casemulti-targetmodel those interac-
tions were portioned in five separate clusters, there majority of them mimic the input-output interactions that
are present in single output models. The modeling strategy for study area was proposed on the basis of the per-
formance of created models (mean average percentage error b 10%): simultaneous multi-target model for pH,
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alkalinity, conductivity, hardness, dissolved oxygen, HCO3
−, SO4

2− and Ca, single-output multi-target models for
temperature and Cl−, simultaneous single-target models for Mg and CO2, single output single target models
for NO3

−.
© 2018 Elsevier B.V. All rights reserved.
1. Introduction

River water quality is on one hand influenced by natural as well as
anthropogenic factors, like population growth and industrialization,
but on another hand it strongly determines the use of fresh water,
aquatic ecosystem status, and even human health. An inevitable step
in ensuring good quality of river water is monitoring. In this way, con-
tinuous collection of data on status of surface water is ensured, as well
as taking measures for the elimination of potential hazards. One of the
potential problems, linked to monitoring stations, is missing data,
caused by different reasons.

The current tendency is to reduce the number of monitoring sites
wherever possible, in order to reduce costs (Chapman et al., 2016).
Typically, monitoring stations that have been observed to have sim-
ilar impacts like one chosen as representative, or have a similar trend
in data analysis are abolished (abandoned). In this case, studies and
research were focused on number of water quality monitoring sta-
tions optimization. For example, Chapman et al. (2016) have used
combined cluster and discriminant analysis (Kovács et al., 2014) to
estimate the efficiency of monitoring network at Austrian and Hun-
garian section of the Danube River, while Antanasijević et al.
(2018) have proposed self-organizing network based similarity
index for the optimization of sampling locations in an existing river
water quality monitoring network of the River Danube on its stretch
through Serbia.

Excluding some stations from monitoring program could have sig-
nificant implications in future, for different reasons: necessity of activa-
tion of some inactive station and comparison with past data; the
emergence of a new source of pollution near inactive monitoring sta-
tion, indicating serious pollution, the occurrence of invasive species, or
their extinction.

Regarding thewater quality parameters (WQPs) prediction, artificial
neural networks (ANNs) (Peleato et al., 2018) have been successfully
applied for the estimation of temperature (Sahoo et al., 2009), chloride
(Salami and Ehteshami, 2015; Barzegar et al., 2016), fluoride (Barzegar
et al., 2017), electrical conductivity (Barzegar et al., 2018), alkalinity
(Salami and Ehteshami, 2015), total hardness (Salami and Ehteshami,
2015), salinity (Huang and Foo, 2002; Salami Shahid and Ehteshami,
2016; Barzegar and Moghaddam, 2016), total dissolved solids (Salami
et al., 2016), sodium adsorption ratio (Salami et al., 2016), ammonia ni-
trogen (Wang et al., 2013), bicarbonate (Salami et al., 2016), chemical
and biological oxygen demand (COD and BOD) (Ay and Kisi, 2014;
Dogan et al., 2009; Salami et al., 2016; Salami Shahid and
Ehteshami, 2016; Verma and Singh, 2013), dissolved oxygen (DO)
(Antanasijević et al., 2014; Keshtegar and Heddam, 2017; Salami
et al., 2016; Salami and Ehteshami, 2015; Salami Shahid and
Ehteshami, 2016; Wang et al., 2013), DO percentage (Salami and
Ehteshami, 2015), etc.

An ANN can be described as an information process system which
consists of many nonlinear and densely interconnected processing
units. With this parallel-distributed processing architecture, ANNs
have been proven to be an efficient alternative to traditional methods
for hydrological modeling (Chang et al., 2007). As Rigol et al. (2001)
have noted, the advantage of ANNs for spatial interpolation is that the
input variables are not assumed necessarily to be linearly related with
the data being interpolated, and that combinative effects are taken
into account during modeling. ANNs have been effectively applied for
various spatial interpolation tasks, e.g. surface air temperatures (Li
et al., 2004; Snell et al., 2000), solar radiation (Li et al., 2004), wind
speed (Philippopoulos and Deligiorgi, 2012), soil salinity (Shahabi
et al., 2017) etc. Even an integrated ANN-kriging approachwas recently
proposed for spatial prediction of saline and sodic soils in rice–shrimp
farming land (Dinh et al., 2017).

The focus of this study is on a monitoring network of Danube River
course through Serbia, namely on the prediction of commonwater qual-
ity parameters (WQPs) at monitoring sites (MSs) that have become
non-operational (inactive) since 2012 network rationalization
(Antanasijević et al., 2018). This virtual monitoring can be performed
by spatial interpolation using measured WQPs data from neighboring
MSs. For this task, ANNs was selected, since simplicity and robustness
of their application are more important than an accurate description
of the various internal sub-processes (Lima et al., 2016). Also, it was
proven that ANNs can provide similar or better performance models
in comparison with alternative techniques, such as various kriging
methods (universal, ordinary, etc.) or partial thin plate splines (Rigol,
2003).

The novelty of this work lies is the fact that single output and simul-
taneous ANNs for the spatial interpolation of common 18WQPs at sin-
gle inactive MS on Danube River course through Serbia, as well as at
multi inactive MSs were developed by the variable selection and sensi-
tivity analysis performed using procedure based on Monte Carlo Simu-
lations (MCS) that was previously applied for single output ANN
models (Gao et al., 2018; Šiljić et al., 2015), and which is modified in
this work to fit simultaneous models.
2. Materials and methods

2.1. Study area and water quality data

The Danube River with its length of 2857 km (588 km through
Serbia) is the second largest watercourse in Europe and thus very im-
portant International River. About 16% of its total drainage basin
(817,000 km2) belongs to the Serbian territory. It is the main source
for domestic and industrial water supply and irrigation in Serbia. In ad-
dition, it serves as an internationalwaterway and as receivingwaters for
wastewater effluents. Themajormunicipal pollution sources come from
the cities of Belgrade (1.7million inhabitants) andNovi Sad (300,000 in-
habitants), which do not have satisfying wastewater purification treat-
ment plants. These untreated wastewaters, which are discharged into
the river directly, are sources of significant organic and nutrient pollu-
tion (The International Commission for the Protection of the Danube
River (ICPDR), 2018).

Two hydroelectric power plants (Iron Gate I and II) with their reser-
voir systems are located at the Serbian territory. These reservoirs
change the Danube regime and trap millions of tons of sediment per
yearwhich are considerable deposit for nutrients and hazardous pollut-
ants originating upstream of the dam. As a result, the water residence
time and temperature increase thermal stratification changes, primary
production in situ enhance etc. Considering these facts, there is a big im-
pact of the dams on the river aquatic life as well as on the environment
at all (Mitrović et al., 2010).

The dataset used in this study was generated through monitoring of
the water quality of Danube River (Serbia). Monthly and semi-monthly



Fig. 1. Danube River course through The Republic of Serbia.
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sampling was carried out during ten years (2002–2011) at 17 monitor-
ing sites (Fig. 1). A dataset consisted of 18 WQPs:

a) 8 non-specific WQPs, namely temperature (T), pH, total suspended
solids (TSS), hardness, alkalinity, electrical conductivity, biological
oxygen demand (BOD), chemical oxygen demand (COD), and

b) 10 specific WQPs, whereby

i. two gaseous WQPs, i.e. dissolved oxygen (DO) and CO2,
ii. two cations, i.e. Ca and Mg,
iii. five anions, namely HCO3

−, NO3
−, PO4

3−, Cl−, SO4
2−, and

iv. total phosphorus (P).

Formodel generation, available datasetwas split into three sub-sets:
training, validation and testing in ratio 8:1:1, respectively.
Fig. 2. Modeling
2.2. Modeling approaches

If a monitoring network of few dozenmonitoring sites is considered,
then its rationalization will yield at least several inactive monitoring
sites. This allows the development of two types of ANN prediction
models (Fig. 2), which have been already compared in studies related
to the modeling of water quality monitoring data (e.g. (Nevers and
Whitman, 2011)):

1) single-target (ST) models, i.e. for each inactive monitoring site (tar-
get) separate model can be created, and

2) multi-target (MT) model, i.e. data for all inactive monitoring sites are
combined to create a single prediction model. The MT model
discussed in this section should not be confusedwithmulti-output re-
gression (Borchani et al., 2015) that is often labeled in the same way.

Although ST models are more frequently used, MT models can be
suitable alternative because of the obvious reduction of computational
approaches.
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cost. Also a MTmodel is smaller than the total size of the STmodels and
it explains dependencies between different targets (Kocev et al., 2009).

Further, ANN models can be produced to be single output (SO) and
simultaneous (Sim), which defines not only the computational effi-
ciency, but also their accuracy, since simultaneous model is obtained
by a compromising optimization of all outputs, hence there is no guar-
antee that minimum error for each output is reached (Chang et al.,
2007). While SO ANN models are the most commonly used, several
studies have shown that ANNs can simultaneously predict several out-
puts with desired accuracy, e.g. simultaneous prediction of: five
traffic-related pollutants at the national level (Antanasijević et al.,
2017), seven meteorological parameters in a weather station (Raza
and Jothiprakash, 2014), physical and chemical properties prediction
(Ghaedi, 2015), as well as multi-output time series forecasting of elec-
tricity prices (Gareta et al., 2006) and demand (An et al., 2013).

The issue related to the computational effort, which can be
expressed in the number of models, is more pronounced in the current
study, concerning that the number ofWQPs that should be predicted for
a single inactive monitoring site can be very large (≥20). As can be ob-
served in Fig. 2a, the creation of theoretically most accurate SO-ST
models actually means that up to several hundred models are needed
to cover each inactive monitoring site (MS), since its number depends
both on the number of inactive MS, as well as on the number of WQPs
that should be predicted. Therefore, other modeling approaches appear
to be more practical since they demand the creation of model(s) which
number ranges from 1 to up to the number of WQPs that are subject of
prediction (Fig. S1 in the Supplement). Regarding that their accuracy is
questionable, it should be empirically verified and benchmarked using
SO-ST models, which is one of the aims of current study.
Fig. 3. Single- and multi-target ANN models.
2.3. ANN modeling

ANNs are data-driven methods capable to fit highly nonlinear rela-
tions between several input and output variables, which is typically
achieved by training performed using iterative algorithms. They are
consisted of layers of neurons, usually three, and their training implies
(i) random initialization of the weights, (ii) iterative adjustment of the
weights, and (iii) the determination of the optimal value of weights
based on external criterion, e.g. sum-of-squares error or mean squared
error.

In this study, three-layered feed-forward neural network was used
for the creation of prediction models. The BFGS algorithm, a quasi-
Newton iterative method proposed independently by Broyden–
Fletcher–Goldfarb–Shanno (Borsato et al., 2011; Zounemat-Kermani
et al., 2016), was used for ANN training, since it is regarded as one of
the most powerful methods to solve unconstrained optimization prob-
lem (Dai, 2013). Although, BFGS has high memory requirements, due
to storage of the Hessian matrix, its fast convergence makes it more ef-
ficient in comparison with standard back-propagation algorithm (Nawi
et al., 2006). Different types of activation functions (Identity, Logistic
sigmoid, Hyperbolic tangent and Exponential) were tested in the hid-
den and output layers to achieve the best model setup. The complexity
of models was determined empirically by testing models with
predefined lower and upper limits of hidden neurons. Overtraining
has been prevented by stopping the network training at the point
where errors for the validation set started to increase. The generaliza-
tion capability of finalmodels is evaluated on their performance on test-
ing set. All ANN models were generated using STATISTICA Automated
Neural Networks module (TIBCO Software Inc., 2017).

As it was already stated, two types of models were constructed:
single- and multi-target (Fig. 3). The ST models are generated by cou-
pling historical monitoring data from three monitoring sites: upper
neighboring active monitoring site (NAMS) and down NAMS, where
both serve as “input” sites, and inactive monitoring site. The selection
of representing input sites is discussed in Section 2.5.
Since seven monitoring sites are not operational on Danube section
through Serbia, based on the principles of data fusion (Fosdick et al.,
2016), the monitoring data for all those sites are gathered in a single
MT model using auxiliary (categorical) “glue” inputs. In this case,
three glue inputs are needed, each labeling one of sites that are coupled:
upper glue variable (UGV) that marks upper NAMS, down glue variable
(DGV) that marks down NAMS, and inactive glue variable (IGV) that is
related to the inactive MS.

In the case of single output models, only corresponding WQP from
upper and down NAMS are used as inputs, e.g. temperature (T) at inac-
tive MS is predicted using only T measure at upper and down NAMS. In
the case of simultaneous models, all available input WQPs are used for
the prediction of corresponding WQPs at inactive MS. But concerning
that the selection of the best subset of measured input variables is



Table 1
Combination of MS used for model creation.

Inactive MS IGVa LSI (upper NAMS) UGVb LSI (down NAMS) DGVc

Apatin 2 89% (Bezdan) 1 95% (Bogojevo) 3
Bačka Palanka 4 88% (Bezdan) 1 84% (Novi Sad) 5
Čenta 7 95% (Slankamen) 6 73% (Banatska Palanka) 12
Pančevo 9 91% (Slankamen) 6 74% (Banatska Palanka) 12
Vinča 10 81% (Zemun) 8 87% (Smederevo) 11
Veliko
Gradište

13 81% (Smederevo) 11 90% (Brza Palanka) 16

Dobra 14 83% (Smederevo) 11 91% (Tekija) 15

a Upper glue variable.
b Down glue variable.
c Inactive glue variable.
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vital for the performance of an ANN model, additional (optimized) si-
multaneousmodels are created based onMCS input selection procedure
(Šiljić et al., 2015). The reduction of the number of inputs should reduce
the number of free parameters in themodel, hence improving its gener-
alization and computational efficiency (Fernando et al., 2005). This par-
ticular selection procedure was used since as a model-based approach
provide the real influence of inputs on the output results, and also it al-
lows analysis for all outputs in a single run of initial model.

2.4. MCS input selection for simultaneous models

MCS input selection procedure has been previously applied for the
selection of the best subset of inputs for single output model, yielding
model with better performance which has used 25% less inputs (Šiljić
et al., 2015). This procedure comprises of several steps:

1. estimation of probability density functions (PDFs) for each input,
2. selection of the most significant PDF based on the Kolmogorov-

Smirnov non-parametric test,
3. re-sampling of inputs according to the selected PDFs,
4. construction of MCS dataset that contains blocks of n patterns per

input, where each block had one input with re-sampled values,
while other inputs were set to the median of measured values,

5. application of initial ANN model to MCS dataset,
6. quantification of a specific input significance based on difference be-

tween maximum and minimum predicted output value (Δ) for each
block in the MCS dataset,

7. generation of new ANN model with selected inputs and it's evalua-
tion, and

8. sensitivity analysis based on Δ values obtained for final model.

In the case of simultaneous models, additional operations in step 6
are required:

6.1. comparison of particular input significance for different output
variables based on normalized Δ (Δnorm)

6.2. selection of most significant inputs for each output variable
based on predefined number of significance levels (e.g. 1st and
2nd) and/or Δnorm threshold (e.g. Δnorm ≥ 0.90).

Application of this procedure is presented in details in Section 3.1.

2.5. Created models

The selection of the pair of active MSs, whichWQPs data were used
for the prediction of WQPs at particular inactive MS, was performed
using two criterions: geographical position and statistical similarity of
measured WQPs at target and input sites.

In the first step, active MS are classified into upper and down MS
based on their geographical position relative to the particular inactive
MS. Namely, all active MS located in the section presiding the target in-
activeMS are labeled as upperMS,while others are labeled as downMS.
This is done under the assumption that MS at Danube river entry and
exit point will remain active after rationalization of monitoring
network.

In the second step, the one active MS that have highest WQPs pat-
tern similarity with target MS, from both groups, is selected and used
for the creation of model. In the current study, similarity between two
MSs is determined using location similarity index (LSI) (Antanasijević
et al., 2017), which is based on the self-organizing network classifica-
tion. The LSI values ranges from 0 to 100%, where higher value indicate
higher similarity. The LSI for studiedmonitoring networkwas published
in our previous study (Antanasijević et al., 2017).

The selected pairs of active MSs for each of seven inactive MS with
corresponding LSI values are presented in Table 1. As it can be observed,
the LSI values in the majority of cases were higher than 80%, indicating
high patterns similarity, and supporting the creation of ANN models
with satisfactory performance.

To reduce the computational effort needed, the SO-ST and Sim-ST
models were created only for one inactive MS, i.e. Apatin (Table S1 in
the Supplement). Concerning that 18 WQPs are measured at each site,
18 separate SO- and two Sim-ST (initial and MCS optimized) were cre-
ated and evaluated.

In the case of MT models, monitoring data for all inactive MS are
combined yielding dataset of 466 patterns (Table S2 in the Supple-
ment). Again, 18 separate SO- and two Sim-MT were created and
evaluated.

3. Results and discussion

3.1. Optimization and performance of models

In case of single target modeling, i.e. prediction of WQPs at Apatin
using Bezdan and Bogojevo data, themodels selected based on error ob-
tained on validation data with their topology and testing performance
are presented in Table S3 in the Supplement,while performancemetrics
are defined in Table 2. It can be observed that single outputmodels (SO-
ST) were superior (overall NSE = 0.64) in comparison with the initial
simultaneous (Sim-ST) model (overall NSE = 0.41), as well as that
this simultaneous model is a good starting point for further optimiza-
tion, concerning that 2/3 of WQPs are predicted with satisfactory accu-
racy (Fig. 4), according to NSE ratings (Table 2).

In further step, MCS procedure for the selection of inputs was ap-
plied. Table S4 in the Supplement shows the PDFs obtained for 36 inputs
used in Sim-ST model and the values of Kolmogorov-Smirnov test,
whichwas used for the selection of the best fitting PDF, based on its sig-
nificance (p). The examples of fitted PDFs are presented in Fig. S2 in the
Supplement. The MCS dataset was assembled of blocks of inputs with
100 re-sampled values.

The Δ values obtained for the each output of Sim-ST model are pre-
sented in the Supplement (see Table S5). In addition, the Δnorm values
were calculated by scaling Δ values in the range 0 to 1 (see Table S6 in
the Supplement), in order to allow the comparison of the significance
of each input-output combination. Finally, the selection of most signifi-
cant inputs for each output variable, based on 1st and 2nd significance
level and Δnorm threshold of 0.90, was performed (Fig. 5a). Hence, the
number of inputs has been reduced for 50%, from 36 to only 18, and
new simultaneous ST model (labeled as MCS-Sim-ST) was created. Its
testing performance is given in Table S3, and it can be noted that predic-
tion result has not been enhanced by MCS, regarding the low NSE
(Fig. 4) and overall NSE values (0.30).

It can be concluded that limited number of data point impedes the
development of accurate simultaneous single target model. It seems
that only possibility for the accurate simultaneous prediction at single
location is the reduction of the number of outputs that are



Table 2
Performance metrics with guides on their values, where n is the number of cases and Yo, Yp and Ym are observed, predicted and mean observed output values,
respectively.

Metrics Calculation Ratings Short description (Moriasi et al. 2007)
Coefficient of 
determination (R2)

Acceptable R2 > 0.50 It describes the proportion of the observed variance 
explained by the model. R2 ranges from 0 to 1, with higher 
values indicating less error variance.

Mean absolute 
error (MAE)

1
− RMSE and MAE are frequently reported because they 

indicate error in the unit of outputs. Their values of 0 
indicate a perfect fit.Root mean squared 

error (RMSE)
1

−

Nash-Sutcliffe 
efficiency (NSE) 1 −

∑ −

∑( − )

Very gooda 0.75 <NSE ≤ 1
Good 0.65 <NSE ≤ 0.75
Satisfactory 0.50 <NSE ≤ 0.65
Unsatisfactory              NSE ≤ 0.50

Normalized metrics that determines the relative magnitude 
of the residual variance (noise) compared to the measured 
data variance (information). It ranges between - ∞ and 1.0, 
where 1 is the optimal value, while values < 0.0 indicates 
that the mean observed value is a better predictor than the 
model.

Mean absolute 
percentage error 
(MAPE)

100% − Highly accurateb MAPE ≤ 10%
Good              10 < MAPE ≤ 20%
Reasonable     20 < MAPE ≤ 50%
Inaccurate              MAPE > 50%

Frequently used metrics that gives overall relative error, 
where low values are preferable.

aIndicative ratings recommended for a monthly time step (Moriasi et al., 2007).
bAccording to Lewis interpretation the MAPE results (Pao et al., 2012).
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simultaneously modeled, and finding their most efficient combination,
which is out of the scope of this study.

xThe selected multi-target models with their topology and testing
performance are presented in Table S7 in the Supplement. Again, the
single output models (SO-MT) were superior (overall NSE = 0.68) in
comparison with the initial simultaneous (Sim-MT) model (overall
NSE=0.48). Also, thosemulti-targetmodels have shown better perfor-
mance in comparison with single target ones (Fig. 4). This confirms the
Fig. 4. Histograms of NSE v
benefits of data fusion that yields significantly higher number of data
patterns available for model development.

Data related to the optimization of Sim-MTmodels are presented in
Table S4 in the Supplement (the best fitting PDFs), Table S8 in the Sup-
plement (the obtainedΔ values), Table S9 in the Supplement (theΔnorm

values) and Fig. 5b (highly significant inputs with their interactions).
The MCS-Sim-MT has been created with only 19 inputs (plus three

glue ones) which makes a reduction of 44% in comparison with the
alues (for colors see Table 2).



Fig. 5. Highly significant interaction between WQPs for a) Sim-ST and b) Sim-MT.
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initial Sim-MT model. The optimized model performance was slightly
betterwith overall NSE=0.50,which is a threshold for satisfactory per-
formance (Table 2), but still, it had poor performance in comparison
with corresponding single output models.
3.2. Overview of input-output interactions

From the above results it can be observed that best performance is
obtained when spatial interpolation of particular WQP was performed



Fig. 6.MAPE depending modeling approach.
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with the same WQP measured at similar neighboring locations. This is
the case in all single targetmodels, where by default input-output inter-
actions at 1st and 2nd significance level are made by the sameWQPs. In
the case of simultaneous single-target model (Fig. 5a) one can be ob-
served that BOD, Cl− and SO4

2− were only WQPs determined at 1st
and 2nd significance level determined only by the same input WQPs,
while in the case of pH, CO2, P, DO, Hardness, NO3

− and HCO3
– one of

the 1st or 2nd significance level was determined by the same WQP.
Moreover, all significant interactions in this case present the complex
cluster of interactions, where the majority of inputs has the influence
on several outputs. In order to quantify the suitability of input-output
interactions, to each input-output interaction made by the same
WQPs, the weight 1 was given, while the others had 0. For the single
output models, the overall suitability index has value that equals two
times the number of inputs, i.e. 36, while Sim-ST has index value of
only 13.

In the case of simultaneous multi-target model this suitability index
is higher (17), and it should be noted that Sim-MT (Table S3) had better
performance than Sim-ST (Table S6). From Fig. 5b it can be noted that in
the case of Sim-MT(i) T, Conductivity, pH, BOD, SO4

2−were determined
only by the same WQPs at the 1st and 2nd significance level, while (ii)
COD, CO2, NO3

−, Ca, HCO3
−, Cl−, PO4

3− were determined by the same
WQP at one of the 1st or 2nd significance level.More important, the sin-
gle cluster of interactions that was observed in the case of single-target
Table 3
Proposed modeling strategy for study area.

Relative
error

Model type Parameters Number of
models

Single-target
MAPE b

10%
Single output NO3

− 7
Simultaneous Mg, CO2 7

Multi-target
MAPE b

10%
Single output Temperature, Cl− 2
Simultaneous pH, Alkalinity, Conductivity, Hardness,

DO, HCO3
−, SO4

2−, Ca
1

10% b MAPE b 30%
(SO-ST)

TSS, COD, BOD, P, PO4
3−
model, was portioned in five separate clusters (Fig. 5b) and majority of
themmimic the input-output interactions that are present in single out-
put models.

3.3. Modeling strategy for studied area

In order to resolve two (opposite) goals, i.e. high accuracy and
low computational cost, suitable modeling strategy for studied area
has been determined based on MAPE for each modeled WQP. The
aim was to define a set of models that will give highly accurate pre-
dictions (MAPE ≤ 10%) with lowest possible computational cost.
After MAPE for each modeling approach and WQP was assessed
(Fig. 6), the combination of models was determined (Table 3).
These results indicate that TSS, COD, BOD, P and PO4

3− cannot be pre-
dicted with such high accuracy, while the concentration of most
other WQPs, all except NO3

−, Mg, CO2, can be obtained using multi-
target models.

4. Conclusion

The prediction of 18 common water quality parameters (WQPs) on
inactivemonitoring station/stations on theDanube River at the territory
of Republic of Serbia was performed by developing and testing of single
output and simultaneous artificial neural network (ANNs) for spatial in-
terpolation of these WQPs at single- and multi-inactive monitoring
sites. Monthly and semimonthly data collected during ten years
(2002–2011) were used for models development and testing. Monte
Carlo Simulation was applied for the variable selection and the analysis
of input-output interactions.

Results presented in this study have shown that single output
models have outperformed simultaneous ones in the case of majority
WQPs. The benefit of data fusion in the case of multi-target models
has been observed, concerning that overall Nash-Sutcliffe efficiency
(NSE) has increased in comparison with single target models, i.e.
from 0.64 to 0.68 in case of single output models and from 0.41 to
0.48 in the case of simultaneous ones. Also, only in the case of simul-
taneous multi-target model the Monte Carlo Simulation based selec-
tion of inputs was successful in providing model with enhanced
performance.



1008 T. Mitrović et al. / Science of the Total Environment 654 (2019) 1000–1009
After the performance of all type of ANNmodels had been analyzed,
it was determined that themajority of studiedWQPs (13/18)were pre-
dicted with relative error b10%, which makes the virtual monitoring
highly accurate alternative to the field measurements of those WQPs.
Moreover, ¾ of studied WQPs can be predicted with desired accuracy
usingmulti-targetmodelswhich significantly reduce the computational
effort and time.
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